Hidden Markov Model
MUCH ABBREVIATED – more to come on this.

Transition probabilities (between hidden states):

    i  (  j:    p( Z(k+1) = j  | Z(k) = i )  

That is, the probability that there is a transition from state i to state j.

Emission probabilities (from hidden state to observed state)

Z(k)  ( X(k):  p(X(k) = x  | Z(k) = i)

That is, if the hidden state at time k has value k, the probability that x will be observed.

Initial distribution (what is the probability distribution of the initial states values.

The hidden states (and in particular Z(0)) can take on values from a set of values

e.g., integers, enums, {0, 1}, {Head, Tail}

p(Z(0) = i)  where i is a value in the domain.

Joint distribution, xk if observed value of x at time k, zk is value of state in hidden states at time k.
p(x1, x2, … xn, z1, z2, … zn) =

      p(z0)     * p(x0 | z0 )  *

      p(z1 | z0)  p(x1 | z1) *

      p(z2 | z1)  p(x2 | z2) *

      …

      p(zn | zn-1) p(xn | zn)
