COSC 341 Programming Languages Midterm
10/28/2015
Name:



Closed book. No calculators. 8-1/2 X 11” crib sheet.

1. Give the expression tree for  ( 1 + 2 ) * ( (3 - 4) + 5 )
2.  Assume the binary operators, !, @, #, have the indicated precedence and associativity:

  Precedence:  
!  < @  < #
  Associativity:  
! 
is right associative




@ 
is left associative




# 
is left associate

Parenthesize the following expressions to explicitly indicate order of operation:

2. a.   
3  !  3  !  3
2.b. 
3  !  3  @  3 @ 3
2.c.
3  !  3  @   3  # 3  #  3  @  3  !  3
3. You are given the following expression grammar:

E  ( E & T  |  T
T  ( T ^ F  |  F
F  (  a  |  b  |  c  |  ( E )
Start symbol:  E



Non terminal symbols: E, T, F
Terminal symbols: &, ^, a, b, c, (, )
3.a. Give a derivation using a parse tree for the string (a & b) ^ c

3.b. Give the precedence between the operators  & and ^ 
3.c. Is it possible to derive   (( a & b)
4.  You are given a floating point representation for a toy computer as follows:

Bit 7 :  
Sign bit: 0 indicates positive, 1 indicates negative

Bit 6 – 4: Exponent field. Exponent is stored as excess 4  (i.e., add a bias of 4)

Bit 3 – 0: Mantissa field. Mantissa is the fractional part, and is stored normalized (binary point to far left), and with implied 1.

Note, bit 7 is the left-most bit. Bit 0 is the right-most bit.

4.a. What does the bit pattern 0100 0000  represent?

4.a.i.   Answer in base 2 

4.a.ii.  Answer in base 10

5. For the floating point representation above, how is -2.5 stored?  (Give the bit pattern)
6.  Suppose you are discussing a new proposal for a floating point representation. There are 4 bits available for the exponent.

Your colleague wants to use excess-2 (add a bias of 2) for the exponent.

Why is this a bad idea?

7. Consider this C-code

int x;

int * p;

int * q;

int ** r;

x = 3;

p = &x;

r = & p;

q = p;

*q = 5;

r = & q;
The variables are drawn with their names, their lvalues, and room for their rvalues. 
Fill in the rvalues by executing the code.

8.  Consider this Haskell function

f1 :: [a] -> [b] -> [(a, b)]
f1 _ [] 


= []

f1 [] _ 


= []

f1 (x:xs)(y:ys)
= (x, y) : f1 xs ys

8.a.    What is returned when this function is invoked as f1 [1, 2] [a, b]

8.b.   What is returned when this function is invoked as f1 [1, 2]
8.c.  In English, state the type of the return value of f1.

9. What is returned from this Haskell statement

[ (x + 2, y) |  x <- [1, 2], y <- [10, 20] ]

SHORT ANSWERS

10. At compile time, which comes first: tokenizing or parsing?

11. When does type checking occur:  compile time or language design time?
12.  When is the symbol table used: compile time or language design time?

13.  A run-time error (such as “null pointer exception”) happens at compile time.  
TRUE 

 FALSE.

14. A variable’s scope is where the variable is visible

TRUE 

FALSE

15. A variable’s location is the same as its rvalue
TRUE

FALSE

16. A local variable’s lifetime is when the variable exists on the run-time stack 
TRUE 

FALSE

17. Most modern compilers are able to compile ambiguous grammars to code that functions correctly. 
TRUE 

FALSE

18. Suppose you store a variable using 2s complement in k bits.  What is the largest number that can be stored?
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